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Those lines that I before have writ do lie,
Even those that said I could not love you dearer:
Yet then my judgment knew no reason why
My most full flame should afterwards burn clearer.
But reckoning Time, whose million'd accidents
Creep in 'twixt vows, and change decrees of kings,
Tan sacred beauty, blunt the sharp'st intents,
Divert strong minds to the course of altering things;
Alas! why, fearing of Time's tyranny,
Might I not then say, 'Now I love you best,'
When I was certain o'er incertainty,
Crowning the present, doubting of the rest?
   Love is a babe, then might I not say so,
   To give full growth to that which still doth grow?



Why the HECK did you promise such a warm night,
But made me drive without my jacket on??? :((
To let base clouds overtake me in my way,
Hiding your bravery in their rotten smoke.
It's not enough that through the cloud you break,
To dry the rain on my storm-beaten face,
For no man well of such a salve can speak,
That heals the wound, and cures not the disgrace:
Nor can your shame give relief to my grief;
Though thou repent, yet I have still the loss:
The offender's sorrow lends but weak relief
To him that bears the strong offence's cross. 
   Ah! but those tears are pearl which your love sheds,
   And they are rich and ransom all ill deeds.



When rampant rumor doth my ears confound 
And insult hound me for my mere shape’s sake, 
Then do I pause to sit upon the ground 
And tell sad stories of the perjured snake.
The worthy serpent by the world full curst 
In truth is innocent and full of grace; 
His dimensions all compact, his mind well versed. 
Why therefore villain? Wherefore base?
Regard my supple body lithe and thin, 
My curling arabesques, my twin-tounged kiss; 
Hath not a serpent flesh, bones, skin? 
If struck, nay, trod upon, shall he not hiss?
   Fie, hedge-pigs. Ye are slanderers most vile; 
   Unworthy e’en to speak the name, Reptile.
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“[humans] relied on correct stereotypes, but relied on them 
more heavily than warranted by data. 

For example, [they] assume that males post more than they do 
about sports and business, females show more joy, older users 
more interest in politics and younger users use more slang and 
are more self-referential.”

Lucie Flekova et al. (2016). “Analysing Biases in Human Perception of 
User Age and Gender from Text”, Proceedings of ACL 2016.



(source:	Andrew	Schwartz	et	al.	(2013),	Personality,	Gender,	and	Age	in	the	Language	of	Social	Media:	The	Open-Vocabulary	Approach.	PlosONE)



(source:	Andrew	Schwartz	et	al.	(2013),	Personality,	Gender,	and	Age	in	the	Language	of	Social	Media:	The	Open-Vocabulary	Approach.	PlosONE)



N-gram-based SVM



[made with https://github.com/JasonKessler/scattertext]

https://github.com/JasonKessler/scattertext


PAN 2017 challenge on  
author profiling

• English (Australia, Canada, Great Britain, Ireland, 
New Zealand, United States)


• Spanish (Argentina, Chile, Colombia, Mexico, 
Peru, Spain, Venezuela)


• Portuguese (Brazil, Portugal)

• Arabic (Egypt, Gulf, Levantine, Maghrebi) 
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author profiling
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English
English

English

Portuguese

Portuguese

Gender detection 

Language Variety detection (four languages)

Language #Varieties #Authors

Arabic 4 2400

English 6 3600

Portuguese 2 1200

Spanish 7 4200

✦ ~100 tweets / author 
✦ 600 authors / variety
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N-gram-based SVM



PAN 2017 challenge on author profiling





Q1: Why do complex models 
fail so miserably? 

Q2: Why do simple models 
work so well?



ARE WE REALLY DOING SO WELL?



PAN 2016 challenge on author profiling



Experimental Settings
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Cross-genre Insights

“A more systematic cross-genre 
evaluation setting is needed, controlling 
for various confounding factors: size, 
time, data quality”

IS THIS SUCH A BAD THING?

Cross-genre profiling is hard 

Reducing the help of lexical information yields lower scores

Proceedings of CLEF 2017

NO!



‣ Twitter 

‣ YouTube 

‣ Journalism 

‣ Personal Diaries 

‣ Children’s Writings

https://sites.google.com/view/gxg2018/
https://sites.google.com/view/gxg2018/


Cross-genre Insights

IS THIS SUCH A BAD THING?

Cross-genre profiling is hard 

Reducing the help of lexical information yields lower scores

being “forced” to abstract away from the lexicon might yield interesting insights 
(though lower scores)

NO!
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Cross-language Approaches

book
livre

Buch
libro

multilingual word  
embeddings

abstract features (Ljubešic et al. , 2017)

?.. 
 @ 
   # 

  http
non-linguistic/ 

meta 
features

open-vocabulary <> stylometry



Experimental Setup
• TwiSty corpus (ES, FR, NL, PT) + English, balanced for gender 

• No preprocessing besides anonymizing URL and USER (not even tokenization) 

• Lexical model: linear SVM with word and chr n-grams (winning system PAN 2017) on 
original tweets 

• Bleached model: linear SVM with 5-grams (tuned via x-validation) on bleached tweets 
with concatenated representation 

• In-language and Cross-language settings 

• in: 10fold x-validation 

• cross: one other language per time (average) and all other concatenated languages



Users AccuracyLang

(one user = 200 tweets)

Lexical Model: In-language



Lexical Model: Cross-language



Bleached Model: In-language
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Bleached Model: Cross-language
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English Dutch French Portuguese Spanish Average

Lexical (All) Abstract (All) Embeds

NB: huge in-domain specific embeddings necessary!



Predictive Features



Insert Portuguese tweets
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Human Model: Settings

• Conditions:  

In-language: Dutch→Dutch 

Cross-language: Dutch→Portuguese 
                          French→Dutch 

• 20 tweets, randomized answer key, 3 annotators 

• Data balanced per gender, participants balanced by gender



male or female?
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male or female?

MALE!
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Main take-aways

• Bleaching text into abstract features is surprisingly effective, in-
language (in-dataset) lexical features are best 

• Abstract features transfer across 6 Indo-European languages, 
outperforming multilingual embeddings 

• Humans can do cross-lingual gender prediction with 70.5% 
accuracy



What to do next
★Bleaching cross-genre 

★Bleaching cross-datasets (use the PAN 2017 data) 

★Refine the bleaching features 

★Try other lexical-poor approaches  

★Expand the human experiments 

★Study the results of the Cross-genre gender detection shared tasks! 

★Anything you might suggest (please do!)  
(this includes suggesting that we should all stop run word/chr n-gram based SVMs)
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