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Abstract
In this paper we present a comparison of translation quality using of Statistical Machine Translation (SMT) and Neural Machine Transla-
tion (NMT), considering translation directions between English, Slovene, Serbian and Croatian. Our experiments show that on a reduced
training dataset with around two million sentences, SMT outperforms the NMT neural models. Furthermore, we present experiments
with enlarged neural architectures, using 1,000 nodes and 4 hidden layers, which shows improved translation quality in terms of the

BLEU metric.

1. Introduction

Although automatically generated translations using
machine translation approaches are far from perfect, stud-
ies have shown significant productivity gains when hu-
man translators are supported by machine translation output
rather than starting a translation task from scratch (Federico
et al., 2012; Laubli et al., 2013; Green et al., 2013).

Due to the large success of NMT in recent years
(Kalchbrenner and Blunsom, 2013; Bahdanau et al., 2014,
Sutskever et al., 2014), we evaluate its translation perfor-
mance against the usage of SMT, focusing on translation
direction between English, Slovene, Serbian and Croat-
ian. Figure 1 illustrates how a sequence-to-sequence neural
network used in our experiments can be trained on paral-
lel data. First, a sequence-to-sequence framework reads a
source sentence using an encoder to build a dense vector,
a sequence of non-zero values that represents the meaning
of the source sentence. A decoder processes this vector to
predict a translation of the input sentence. In this manner,
these encoder-decoder models can capture long-range de-
pendencies in languages, e.g., gender agreements or syn-
tax structures. The challenges involved with the less sup-
ported Slavic languages (Krek, 2012) lie in the morpholog-
ical complexity for all word classes. Furthermore, these
languages have rather a free word order and are highly in-
flected. There are six distinct cases affecting not only com-
mon nouns but also proper nouns as well as pronouns, ad-
jectives and some numbers. Some nouns and adjectives
have two distinct plural forms depending on the number.
There are also three genders for the nouns, pronouns, adjec-
tives and some numbers leading to differences between the
cases and also between the verb participles for past tense
and passive voice.

Since training a neural translation model is computa-
tional expensive, we first limit the data used to train the
NMT models to two million parallel sentences. In the
next experiment, we then extend the parallel corpus for the
English-Slovene language pair to evaluate how the neural
architecture, number of nodes and hidden layers, affect the
translation quality.
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Figure 1: Neural network with the encoder-decoder archi-
tecture.

Finally, the neural models trained during this work are
publicly accessible through the Asistent system' (Arcan et
al., 2016), an SMT system, which enables automatic trans-
lations between English, Slovene, Croatian and Serbian
language.

The remainder of the paper is organised as follows: Sec-
tion 2. gives an overview of the related work on machine
translation for the targeted south Slavic languages. Section
3. describes the methods of reducing the number of paral-
lel sentences and subword unit transformation. After this,
we give insights on the used parallel resources, translation
frameworks and evaluation methods in Section 4. In Section
5. the results of our experiments described in the previous
section are illustrated. Finally, we conclude our findings
and give an outlook for our further research.

2. Related Work

One of the first results with automatic translations for
Slovene was shown in the Presis System (Romih and
Holozan, 2002). The rule-based translation system anno-
tates each source sentence with grammatical features and
uses built-in rules for converting annotated source sen-
tences into the target language.

First publications dealing with SMT systems for

lhttp ://serverl.nlp.insight-centre.org/
asistent/
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Serbian-English (Popovi¢ et al., 2005) and Slovene-
English (Maucec et al., 2006) are reporting results using
small bilingual corpora. Using morpho-syntactic knowl-
edge for the Slovene-English language pair was shown to
be useful for both translation directions in Zganec Gros and
Gruden (2007). However, no analysis of results has been
carried out in terms of what actual problems were caused
by the rich morphology and which of those were solved
by the morphological preprocessing. Recent work in SMT
also deals with the Croatian language, which is very closely
related to Serbian. First results for Croatian-English are re-
ported in Ljubesi¢ et al. (2010) on a small weather forecast
corpus, and an SMT system for the tourist domain is pre-
sented in Toral et al. (2014). Furthermore, SMT systems
for both Serbian and Croatian are described in Popovi¢ and
Ljubesi¢ (2014) and more recently in Toral et al. (2016) and
Sanchez-Cartagena et al. (2016). Work on rule based ma-
chine translation between Croatian and Serbian was shown
in Klubicka et al. (2016).

Different SMT systems for subtitles were developed in
the framework of the SUMAT project, including Serbian
and Slovene (Etchegoyhen et al., 2014). First effort in the
direction of collecting a larger amount of existing parallel
datasets for Serbian and Slovene was carried out in Popovi¢
and Arcan (2015). The authors built several SMT systems
in order to identify the most important language related is-
sues which may help to build better translation systems.
However, all the translation systems described were built
and used only locally, mainly only on one particular genre
and/or domain. In this proposed work, we are building a
publicly available mixed-domain SMT system built on ex-
isting parallel corpora, which we believe will be useful for
the given under-resourced language pairs.

Popovic et al. (2016a) perform a systematic evaluation
of MT results between Croatian, Serbian and Slovenian on
the differences between the structural properties represent
the most prominent issue for all translation directions be-
tween the Slavic languages. For translations between Croa-
tian and Serbian, the constructions involving the verb tre-
bati (en. should/need) definitely represent the larger ob-
stacle for both translation directions and for both MT ap-
proaches, statistical as well as rule-based.

Maucec and Brest (2017) present an overview of nu-
merous relevant works and the main issues on SMT of
highly inflectional Slavic languages. The authors give in-
sights on the most difficulties related to inflectional rich-
ness and relaxed word order. Furthermore they stress big
differences between translation from a highly inflectional
language and translation to a highly inflectional language.
The research has shown that simple reduction of rich mor-
phology of Slavic language does not improve translation to
English, because some important information is also lost.
Translation to a highly inflectional language poses a ques-
tion about morphological features of target words as they
are not evident from morphologically less rich source lan-
guage. In this sense taking source context in account and
additional tagging of source text, based on target language,
shows promising results. Manojlovié et al. (2017) investi-
gate the treatment of idioms in state-of-the art SMT sys-
tems involving English and Croatian. The authors con-
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struct three short stories abundant with idioms per each
language, and translate them into the other language by
two state-of-the-art SMT systems. They manually inspect
the outputs and present results and devise an error taxon-
omy for handling idioms. Popovi¢ et al. (2016b) demon-
strate that a small amount of in-domain training data is
very important for the translation quality for the English-
to-Croatian SMT of the specific genre of Massive Open
Online Courses (MooC), especially for capturing appro-
priate morpho-syntactic structures. Adding in-domain par-
allel data containing the closely related Serbian language
improves the performance, especially when the Serbian
part is translated into Croatian thus producing an artifi-
cial English-Croatian in-domain corpus. The improve-
ments consist mainly from reducing the number of lexi-
cal errors. Further improvements have been achieved by
adding a relatively large out-of-domain news corpus reach-
ing performance comparable with systems trained on much
larger (out-of-domain) parallel texts. The authors show that
adding this corpus reduces the number of additions and lex-
ical errors, nevertheless it introduces more morphological
and ordering errors due to the different nature and structure
of the segments.

3. Methodology

In this section, we describe the data selection approach
of finding relevant sentences within parallel data. Due to
the large vocabulary of morphological rich languages, we
use subword unit NMT models instead of word-based mod-
els and give therefore insights into Byte Pair Encoding to
minimise the out-of-vocabulary (OOV) issue.

3.1. Relevant Sentence Selection

Due to the computational complexity of training NMT
sequence-to-sequence models, we experiment on minimis-
ing the set of relevant parallel sentences. Therefore, we
start selecting parallel sentences for each language pair
from the set of all sentences and select those containing
words, which do not appear in the set of previously selected
sentences. We repeat this step till we obtain a corpus with
the targeted size. With this approach, we plan to exclude
duplicate sentences and minimise the set of very similar
sentences into the training dataset. For this initial setting,
we perform the selection approach for all language pairs
limiting the training dataset to two million sentences. Fur-
thermore, focusing only on the English-Slovene language
pair, we also generate a parallel corpus with five million
sentences.

3.2. Byte Pair Encoding

A common problem in machine translation, in general,
are rare and unknown words, e.g. terminological expres-
sions, which the system has rarely or never seen. There-
fore, if the training method does not see a specific word
or phrase multiple times during training, it will not learn
the correct translation. This challenge is even more evi-
dent in NMT due to the complexity associated with neural
networks. Therefore the vocabulary is often limited only
to 50,000 or 100,000 words (in comparison to 200,000 or
more words in a two million corpus). To overcome this
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Sentence

Tokenised Sentence

BPE Segmented Sentence

procedures for proper handling
and disposal of antineoplastic
medicinal products should be
used.

procedures for proper handling and dis-
posal of antineoplastic medicinal prod-
ucts should be used .

procedures for proper handling and dis-
posal of antm inem opm lastic medicinal
products should be used m.

many thanks to mrs van lancker,
mr berman, mr lambsdorff, mr
hutchinson, mrs scheele, mrs
doyle, mrs weber, mr varvitsio-
tis, mrs hassi and mrs gomes.

many thanks to mrs van lancker , mr
berman , mr lambsdorff , mr hutchin-
son , mrs scheele , mrs doyle , mrs we-
ber , mr varvitsiotis , mrs hassi and mrs
gomes .

many thanks to mrs van lanc m ker m, mr
berman m, mr lambm sm dorm ff m, mr hutm
chinm son m, mrs schem ele m, mrs doyle m,
mrs weber B, mr varm vitl sim otis W, mrs
hassm i and mrs gm omes m.

kdo vam daje pravico, da
invalidom odrekate neomejen
dostop do izobrazevanja, ali da
starejSim ljudem odrekate enako
obravnavo pri zavarovanjih in fi-
nancnih storitvah?

kdo vam daje pravico , da invalidom
odrekate neomejen dostop do izo-
brazevanja , ali da starejSim lju-
dem odrekate enako obravnavo pri
zavarovanjih in finan¢nih storitvah ?

kdo vam daje pravico m, da invalim dom
odrem kate nem omejen dostop do izo-
brazevanja m, ali da starem jSim ljudem
odrem kate enako obravnavo pri zavarovl
anjih in finan¢nih storitvah m?

Table 1: Examples of tokenised sentences and subword unit (BPE) segmentation.

English — Slovene

BLEU

20 |

10|

Epochs

—e— En-SI NMT random sent. (50k) —— En-S1 NMT random sent. (BPE32k)
—+— En-SI NMT relevant sent. (50k) —e— En-S1 NMT relevant sent. (BPE32k)

Figure 2: Comparison of the evaluation dataset with NMT systems using word level and subword units.

limitation, different methods were suggested, i.e. charac-
ter based NMT (Costa-Jussa and Fonollosa, 2016; Ling et
al., 2015) or using subword units, e.g. Byte Pair Encoding
(BPE). The latter one was successfully adapted for word
segmentation specifically for the NMT scenario Sennrich
et al. (2015). BPE (Gage, 1994) is a form of data com-
pression that iteratively replaces the most frequent pair of
bytes in a sequence with a single, unused byte. Instead of
merging frequent pairs of bytes as shown in the original al-
gorithm, characters or character sequences are merged for
the purposes of NMT. To achieve this, the symbol vocab-
ulary is initialised with the character vocabulary, and each
word is represented as a sequence of characters, plus a spe-
cial end-of-word symbol (m), which allows restoring the
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original tokenisation after the translation step. This process
is repeated as many times as new symbols are created. Ta-
ble 1 shows the differences between word-based tokenisa-
tion and subword unit (BPE) segmentation, while Figure 2
shows the translation quality improvement of subword unit
models and the word-based models in terms of the BLEU
metric within the span on 13 epochs using a parallel corpus
with two million sentences.

4. Experimental Setting

In this Section, we give an overview on the datasets
and the translation toolkits used in our experiment. Fur-
thermore, we give insights into the evaluation techniques,
considering the translation directions between English and
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L1 Language L2 Language
L1Lang. - L2Lang. Sentences Tokens Types Tokens Types
Training English - Slovene 2,299,805 37,849,280 631,114 33,379,920 587,018
Dataset English - Croatian 2,464,895 34,880,415 626,353 29,744,620 593,672
English - Serbian 2,152,740 27,465,108 658,660 23,536,540 573,241
Croatian - Serbian 2,177,242 22,717,151 1,200,577 22,790,166 1,170,801
Slovene - Croatian 2,004,229 17,759,047 464,392 18,150,733 545,023
Slovene - Serbian 2,131,301 20,515466 769,019 21,257,242 883,175
Development English - Slovene 2,017 38,280 32,918 10,092 13,650
Dataset English - Croatian 2,114 45,605 40,536 8,264 12,638
English - Serbian 2,092 37,757 35,419 10,373 14,017
Croatian - Serbian 2,000 14,716 14,774 4,601 4,620
Slovene - Croatian 2,000 14,339 14,447 3,924 4,215
Slovene - Serbian 2,000 12,985 13,575 3,890 4,060
Evaluation English - Slovene 2,015 44,559 39,561 7,414 10,972
Dataset English - Croatian 2,113 45,768 40,462 8,218 12,727
English - Serbian 2,036 40,349 37,346 6,833 10,866
Croatian - Serbian 2,000 12,805 13,043 3,909 3,984
Slovene - Croatian 2,000 13,799 14,187 3,794 4,109
Slovene - Serbian 2,000 13,090 13,606 3,900 4,138

Table 2: Statistics on parallel data used for the training, development and evaluation set (tokens = running words; types =

unique words).

the targeted Slavic languages.

4.1.

The parallel data used to train the translation systems
were mostly obtained from the OPUS web site (Tiedemann,
2012), which contains various corpora, i.e. DGT, ECB,
EMEA, Europarl, KDE among others, of different sizes and
domains. For the Serbian-English language pair, a small
language course corpus of about 3,000 sentence pairs was
added as well. Furthermore, a small phrase book with about
1,000 entries was added to the Slovene-Serbian training set.
From the set of the available corpora, we select relevant
sentences limiting the corpus to a specific size.

Table 2 illustrates the amount of data used to train, tune
and evaluate our translation models. The upper part of the
table shows the number of parallel entries used to train the
translation models, considering the data selection approach
(cf. Subsection 3.1.). While corpora for the English-Slavic
language pairs consist of different domains, e.g. legal, med-
ical, financial, IT, parallel data between Slavic language
pairs consist mostly out of the OpenSubtitles corpus (Lison
and Tiedemann, 2016).”

Training Datasets

4.2. Evaluation Datasets

The dataset used for evaluating the translation perfor-
mance consists of around 2.000 sentences for each lan-
guage pair of various domains.> When translating from or
into English, sentences from different corpora* were added

http://www.opensubtitles.org/

3The evaluation set can be obtained under: http:
//serverl.nlp.insight-centre.org/asistent/
data/asisten_evaluation_set.tar.gz

*DGT, EMEA, Europarl, KDE and OpenSubtitles for English-
Slovene; DGT, hrenWaC, KDE, OpenSubtitles and SETimes for
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to the evaluation dataset (isolated from the training dataset).
The data used for evaluating translations between the Slavic
languages consist mostly out of the OpenSubtitles corpus
since this corpus builds the largest part (x95%) of the data
used to train the translation models.

4.3. Machine Translation tools

For our SMT translation task, we use the statistical
translation toolkit Moses (Koehn et al., 2007), where the
word alignments were built with the GIZA++ toolkit (Och
and Ney, 2003). The KenLM toolkit (Heafield, 2011) was
used to build a 5-gram language model.

OpenNMT (Klein et al., 2017) is a generic deep learn-
ing framework mainly specialised in sequence-to-sequence
(seq2seq) models covering a variety of tasks such as ma-
chine translation, summarisation, image to text, and speech
recognition. We used the default OpenNMT parameters,
i.e. 2 layers, 500 hidden bidirectional LSTM?® units, input
feeding enabled, batch size of 64, 0.3 dropout probability
and a dynamic learning rate decay. We train the networks
for 13 epochs and report the results in Section 5.

In addition to the default setting, we perform for the
English-Slovene language pair experiments on larger neu-
ral networks, extending LSTM to 1,000 hidden units and
increase the network to 4 layers.

4.4. Evaluation Metrics

The automatic translation evaluation is based on the
correspondence between the SMT output and reference
translation (gold standard). For the automatic evaluation

English-Croatian; KDE, OpenSubtitles and SETimes for English-
Serbian
SLSTM -Long Short Term Memory
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SMT NMT

BLEU Meteor chrF BLEU Meteor chrF

English — Slovene 37.35 29.92 60.74 27.41 24.83 53.02
Slovene — English 46.02 37.42 64.61 27.80 29.28 52.76
English — Croatian 32.44 28.03 57.46 20.94 21.69 49.73
Croatian — English 37.49 35.26 60.66 23.73 26.67 50.41
English — Serbian 31.30 27.33 55.28 17.44 20.24 45.89
Serbian — English 32.49 34.18 57.82 20.64 25.00 48.02
Slovene — Serbian 19.37 22.09 41.52 19.95 21.35 40.99
Serbian — Slovene 21.51 22.82 43.46 21.68 22.30 43.10
Slovene — Croatian 21.29 22.93 43.97 19.54 21.01 40.60
Croatian — Slovene 25.94 25.39 47.60 24.77 24.12 45.71
Serbian — Croatian 68.96 48.24 79.96 61.06 42.76 76.85
Croatian — Serbian 68.15 46.70 78.14 64.25 43.84 76.83

Table 3: Automatic evaluation of translation quality for all targeted language pairs using two million sentences, selected

based on new vocabulary.

we used the BLEU (Papineni et al., 2002), METEOR
(Denkowski and Lavie, 2014) and chrF (Popovié, 2015)
metrics.

BLEU (Bilingual Evaluation Understudy) is calculated
for individual translated segments (n-grams) by comparing
them with a dataset of reference translations. Those scores,
between 0 and 100 (perfect match), are then averaged over
the whole evaluation dataset to reach an estimate of the
translation’s overall quality.

METEOR (Metric for Evaluation of Translation with
Explicit ORdering) is based on the harmonic mean of pre-
cision and recall, whereby recall is weighted higher than
precision. Along with exact word (or phrase) matching it
has additional features, i.e. stemming, paraphrasing and
synonymy matching. In contrast to BLEU, the metric pro-
duces good correlation with human judgement at the sen-
tence or segment level.

chrF3 is a character n-gram metric, which has shown
very good correlations with human judgements on the
WMT2015 shared metric task (Stanojevié et al., 2015), es-
pecially when translating from English into morphologi-
cally rich(er) languages.

The approximate randomization approach in MultE-
val (Clark et al., 2011) is used to test whether differ-
ences among system performances are statistically signif-
icant with a p-value < 0.05.

5. Evaluation

In this Section, we report the translation quality based
on the evaluation datasets generated with the SMT and
NMT models. Additionally, we perform experiments ex-
tending the training data to five millions entries as well as
extending the neural architecture for the English-Slovene
language pair.

5.1. Translation Evaluation Based on Two Million
Relevant Sentences

As a first evaluation, we automatically compare the
translations generated by SMT and subword NMT mod-
els, trained on two million selected relevant sentences. As
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BLEU Meteor chrF

Slovene-Serbian 5.30 11.48  25.61
Serbian-Slovene  5.24 11.97 26.61
Slovene-Croatian ~ 4.80 11.51 26.34
Croatian-Slovene  4.76 11.98 27.80
Serbian-Croatian  66.78 46.70  78.53
Croatian-Serbian  67.20 46.08 77.85

Table 4: Language similarities based on the BLEU, Meteor
and chrF metric.

seen in Table 3, the results show a better performance of
the SMT system in almost all translation directions. Only
when translating from Slovene into Serbian, the NMT sys-
tem performs statistically significantly (p < 0.05) better in
comparison to the SMT generated sentences. The lower
translation quality generated by the NMT system can be
explained due to the relevant sentence and vocabulary se-
lection (see Table 5), while SMT can better handle the high
vocabulary density in the parallel corpus of two million sen-
tence used for training. On the other hand, we observed that
data selection can be beneficial within the SMT approach.
If a corpus of two million random sentences was selected to
train an SMT model, the BLEU score drops from 37.35 to
33.43, when translating from English to Slovene and from
46.02 to 40.71, when translating from Slovene into English.

The high evaluation scores in Table 3 between Croatian
and Serbian can be explained due to the language similar-
ities between these two languages. Table 4 illustrates the
similarity based on the vocabulary, as well as on the char-
acter level for the three south Slavic languages. The scores
were calculated in a manner that the source text of the eval-
uation dataset was treated as the generated translation of
the translation system and compared with the target side of
the evaluation set. We observed that Slovene is expected
less similar to Serbian and Croatian, whereby Serbian and
Croatian show high similarity even without any translation
approaches. The SMT generated translations are, neverthe-
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2M M
Sentences Tokens Types Sentences Tokens Types
random (English) 2,000,000 25,496,017 243,512 4,980,012 61,802,915 386,260
random (Slovene) 2,000,000 21,175,388 415,965 4,980,012 51,219,305 640,471
compressed (English) 2,299,805 37,849,280 631,114 5,003,508 85,675,760 618,112
compressed (Slovene) 2,299,805 33,379,920 587,018 5,003,508 72,868,553 964,763

Table 5: Statistics on the two and five million parallel corpus used to train the English-Slovene translation systems (tokens

= running words; types = unique words).

M 2M++ SM SM++
English — Slovene BLEU Meteor chrF ‘BLEU Meteor chrF H BLEU Meteor chrF ‘BLEU Meteor chrF
random 3549 2947 60.52| 3526 29.27 59.52|| 36.60 29.94 60.33| 38.01 30.75 61.54
compressed 27.41 24.83 53.02]29.30 25.75 54.51| 37.56 30.57 61.75|38.75 31.19 62.58
Slovene — English BLEU Meteor chrF |BLEU Meteor chrF || BLEU Meteor chrF |BLEU Meteor chrF
random 38.77 35.29 61.15| 36.86 3390 59.31| 36.72 3390 59.58| 38.02 34.08 59.70
compressed 27.80 29.28 52.76| 28.76 29.53 53.19| 37.71 34.38 60.09| 40.30 35.61 62.16

Table 6: Automatic translation evaluation based on different parallel corpora and network architecture.

less, statistically significantly better than a direct compari-
son.

5.2. Translation Evaluation on Extended Neural
Networks

Due to the low performance of the subword unit NMT
models, we experimented with extending the training data
for the English-Slovene language pair to five million sen-
tences. Within this experiment, we first randomly se-
lected five million sentences and secondly identified five
million relevant sentences with a high vocabulary density,
as described in Section 3.1. Furthermore, we extended the
LSTM neural network architecture to 1,000 nodes and use
4 layers in the network. Table 5 illustrates the vocabu-
lary change of the datasets based on randomly selected sen-
tences and the identification of relevant sentences based on
newly seen vocabulary. As seen, the approach increases the
vocabulary of the two million corpus (2M in Table 5) from
around 200,000 to more than 600,000 unique words (types)
for English, and from 400,000 to almost 590,000 unique
words for Slovene. Similarly, we observed a vocabulary
increase for the five million entries corpus (SM).

Table 6 shows the results of the automatic translation
evaluation between the different corpora described in Ta-
ble 5 and the network architecture. In summary, we ob-
served that with the usage of the parallel corpus of two
million sentences, the network architecture does not have
a large impact on the translation quality improvement. In
the case when translating from Slovene into English, the
translation quality even decreases for the randomly selected
parallel corpus. A comparison between randomly selected
sentences and identified relevant sentences, we learned that
due to the high density of the vocabulary, the network can-
not store all the provided information, therefore the neu-
ral models trained on the random sample performed better
than the relevant sentence corpus (relevant sentences). Due
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to this, we increase the corpus to five million sentences.
In this setting the larger network architecture (SM++)°® al-
lows translation quality improvement in terms of the BLEU
scores. Furthermore, the relevant sentence corpus outper-
forms the neural model trained on randomly selected sen-
tences, since the neural network is large enough to handle
the dense vocabulary within the training dataset.

6. Conclusion

In this paper, we compared the performance of SMT and
NMT approaches between English and the morphological
rich south Slavic languages, Slovene, Serbian and Croat-
ian. Although SMT performs better on the reduced training
dataset, we observed translation quality improvement can
be achieved with a parallel corpus containing selected sen-
tences (in comparison to randomly selected sentences) for
the NMT approaches, if the networks are enlarged in terms
of the LSTM nodes and the number of hidden neural layers.

Our ongoing work focuses further on the selection tech-
niques to reduce the parallel resources while preserving the
translation quality. Furthermore, we continue focusing on
the subword unit segmentation for terminological expres-
sions and named entities.
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