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Abstract
In this paper we present the pipeline of recently developed language technology tools for Slovene, Croatian and Serbian. They currently
cover text segmentation, text normalisation, part-of-speech tagging, lemmatisation and inflectional lexicon lookup. Most rely on machine
learning approaches, such as statistical machine translation and conditional random fields, capable of producing high-quality models for
the phenomenon covered. Special emphasis is put on easy accessibility of these tools by offering them and the trained models for all
three languages as (1) open source via public git repositories and (2) online in the form of web applications and web services.

1. Introduction
With the increasing availability of language technolo-

gies for various languages, different scientific areas, includ-
ing those of social sciences and humanities (SSH), have
started to perceive the usefulness of such technologies for
their own research. Given the lower level of technical com-
petence of most researchers in SSH in comparison to the
areas language technologies are developed in, a significant
technological gap has to be filled, which would enable SSH
scholars to include the developed technologies in their own
research.

This paper presents a joint effort to make language
technology for three western South Slavic languages –
Slovene, Croatian and Serbian – more widely accessible.
For Slovene there are already tools available for tagging
and lemmatisation in form of web applications, such as
ToTaLe1 (Erjavec et al., 2005) and Obeliks2 (Grčar et al.,
2012), but of lower quality than the one presented in this
paper. For Croatian there was a web application available
hosting tools trained on the SETimes.HR corpus (Agić and
Ljubešić, 2014), but given the superior quality of the tools
presented in this paper, this web application is currently for-
warding requests to the new solution. For Serbian there
were no technologies available up to this point.

While many toolchains already exist, e.g. Gate (Cun-
ningham et al., 2011), FreeLing (Padró and Stanilovsky,

1http://nl.ijs.si/tei/convert/
2http://eng.slovenscina.eu/tehnologije/

oznacevalnik

2012), OpenNLP (Apache Software Foundation, 2014),
there are two main reasons why they do not suit our needs.
First, the choice of technology in existing toolchains is
mostly oriented toward the major world languages. Subse-
quently, for part-of-speech tagging HMMs are used which,
in case of more complex inflectional languages such as the
Slavic ones, do not yield the best results. The other reason
is that most of the toolchains only cover basic tasks like
part-of-speech tagging, parsing and named entity recogni-
tion while our toolchain has already touched on more spe-
cific tasks like non-standard language normalisation.

Furthermore, we put special emphasis on bridging the
aforementioned technology gap by offering three modes of
using the developed technologies: (1) as open source pro-
grams available from the public GitHub repository, (2) as
RESTful web services and (3) through a web application.
The first is intended for technically experienced people who
are capable of installing the tools and their dependencies
and want to process large amounts of data, as well as con-
trol input and output formats. The latter two are better
suited for those who are either processing smaller datasets
or do not have the knowledge or hardware capabilities to in-
stall and run the tools locally. The web services can be used
from code either directly as JSON-based RESTful services
or through an available Python library. The developed web
application is primarily intended for teaching purposes, try-
ing out the technologies, debugging or processing only a
handful of documents.

The tools are, for the most part, based on the machine
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learning paradigm, and comprise the learning and execution
components as well as models for Slovene, Croatian and
Serbian developed by training the tool on the best resources
available for the task.

The paper is structured as follows: the following section
gives a short overview of the developed technologies, Sec-
tion 3 describes the available modes of using them, while
the last section gives a short-term plan of future develop-
ments.

2. Language Technology Tools
2.1. Inflectional Lexicons

Slavic languages in general have a complex inflectional
system and lexicons covering this layer of language are im-
portant for almost any task of automatic language process-
ing. All three languages of interest now have available large
inflectional lexicons, in particular:

• the Slovene Sloleks lexicon (Dobrovoljc et al., 2015),
100,805 lexemes in size;

• the Croatian hrLex lexicon (Ljubešić, 2016a), 99,680
lexemes in size;

• the Serbian srLex lexicon (Ljubešić, 2016b), 105,358
lexemes in size.

The entry in each lexicon consists of the lemma and its
complete inflectional paradigm comprising the word forms,
their morphosyntactic descriptions and their corpus fre-
quencies.

Through our web services and application we give a
unified interface to all three resources.

2.2. Diacritic Restoration Tool
In computer-mediated communication, such as emails,

instant messages, tweets etc. users of Latin-based scripts
often replace characters with diacritics with their ASCII
equivalents for ergonomic reasons, especially when typing
on tablets and smartphones. Such text is typically easily
understandable to humans but very difficult for computa-
tional processing because many words without the diacrit-
ics become ambiguous or unknown. At the same time,
computer-mediated communication has become a hot topic
of research and application, which is why high-quality pro-
cessing of such language is in high demand.

We have developed a diacritic restoration tool called
REDI (Ljubešić et al., 2016a)3 with models covering all
three languages of interest. The tool is trained on large
corpora and consists of two components: the translation
model (the probability of a standard word given its dedia-
critised version) and the language model (the probability of
the standard word given its context). For estimating the to-
ken translation probability we use the maximum likelihood
estimate of a diacritised form given the dediacritised one,
while for estimating the context probability we use KenLM
(Heafield, 2011) with the default parameters. These two
components are combined with a log-linear model.

The token-level accuracy of the tool is around 99.5%
on standard text and around 99.2% on non-standard text

3https://github.com/clarinsi/redi

(Ljubešić et al., 2016a). The tool significantly outperforms
charlifter,4 so far the only open source tool available for this
task on the target languages, which achieves around 97%
accuracy on standard and around 94% on non-standard text.

2.3. Non-Standard Text Normalisation
Computer-mediated communication is often written in

non-standard language, where users are either not ac-
quainted with the language norm or, more often, intention-
ally use phonetic and dialectal spelling. Similarly, histori-
cal texts are also written in language which is significantly
different from the contemporary standard. However, anno-
tation tools, such as PoS taggers and lemmatisers, are typ-
ically trained on standard language and perform poorly on
non-standard texts. As developing new text tools for each
language variety is very time consuming and expensive, a
typical approach is to first standardise the spelling of words
and only then apply further processing on them.

For normalising words in user-generated content we
use character-level statistical machine translation (CSMT),
the Slovene variant of which, applied both to computer-
mediated communication and historical texts, is presented
in Ljubešić et al. (2016). The technology is based on
the well-known SMT system Moses (Koehn et al., 2007),
which is trained on a manually normalised collection of
tweets split into sequences of characters. For all three lan-
guages the training set comprises 80,000 tokens.

The last experiments on Slovene show that for less
standard tweets the error reduction obtained when apply-
ing CSMT is ∼70% while for more standard tweets it is
∼50%. When comparing the CSMT systems to a baseline
which applies the most probable token transformation as
estimated on the same training data, the error reduction on
less standard tweets is ∼35% and on more standard tweets
∼45% (Ljubešić et al., 2016).

2.4. Morphosyntactic Annotation and
Lemmatisation

For Slavic languages morphosyntactic tagging is prob-
ably the most important step in text annotation, and is still
an interesting topic of research. Such languages with their
large tagsets of morphosyntactic descriptions (MSDs) and
often limited training data still offer significant room for
improvement in tagging accuracy. Similar points hold for
lemmatisation, the process of assigning the base form to a
word form in running text. On one hand, the rules for pre-
dicting the lemma of a word form are complex and have
many exceptions, while, on the other, the word forms are
often ambiguous and their MSD tag is needed to correctly
determine the lemma.

We recently developed a new tagger combined with a
lemmatiser, explicitly developed for high-quality process-
ing of the languages of interest (Ljubešić and Erjavec,
2016; Ljubešić et al., 2016b).5 The tagger follows the
approach by Grčar et al. (2012) but replacing their in-
stance classifier (SVM) with a sequential one (CRF) and re-
engineering the optimal features given the different nature

4https://sourceforge.net/projects/
lingala/files/charlifter/

5https://github.com/clarinsi/reldi-tagger
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Figure 1: Architecture of the system exposing the devel-
oped language technologies.

of the classifier. With this we significantly improve their re-
sults, with an error reduction of ∼25% on both known and
unknown words.

The Slovene model for our tagger is trained on the
ssj500k corpus (Krek et al., 2015) and the Sloleks lexicon
with the reported tagging accuracy at 94.27%. The Croat-
ian and Serbian models are trained on the Croatian hr500k
corpus (Ljubešić et al., 2016b), with the Croatian model us-
ing the hrLex lexicon (Ljubešić, 2016a) and the Serbian one
the srLex lexicon (Ljubešić, 2016b). The reported tagging
accuracy for Croatian is 92.53% and for Serbian 92.33%.

The currently used lemmatiser applies the mentioned
lexicons in case the surface form and guessed MSD can
be found in them. Otherwise, it uses supervised machine
learning to predict the transformation of the surface form to
the lemma. The predicted transformation is formalised as
a 4-tuple (prefix length, prefix substitute, suffix length, suf-
fix substitute); for example, in the transformation from na-
jvećih to velik the 4-tuple is (3,"",3,"lik"). The fea-
tures used for prediction are the suffixes of different length
and the guessed MSD.

3. Accessibility
3.1. Open Source

Most of the tools described above are already available
as open source distributions inside the CLARIN.SI GitHub
organisation.6 Git has become the most popular platform
for (distributed) code development, and GitHub addition-
ally offers a free platform for sharing the code, reporting
bugs and requests for improvements, monitoring the activ-
ity of a project etc. It, of course, also offers the possibility
for third party developers to post improvements to the code
with a well-defined procedure for incorporating them into
the master branch. For all technologies, we plan in the near
future to deposit stable versions of the code to the reposi-
tory of the Slovene research infrastructure CLARIN.SI,7 as
this frees us from the dependence on a U.S. based reposi-
tory, and, more importantly, gives additional visibility and
citability to the code. Namely, CLARIN.SI has an OAI-
PMH endpoint, which enables it to expose the repository

6https://github.com/clarinsi
7http://www.clarin.si/

metadata to harvesting services, with the repository al-
ready being harvested by the European CLARIN Virtual
Language Observatory. Furthermore, CLARIN.SI uses the
Handle system for persistent identifiers and recommends
the correct way of citing its items in publications, thus giv-
ing a better chance of acquiring citations for the tools in
scientific publications.

3.2. Web application and services
The envisaged architecture of our system that joins the

developed language technologies in one ecosystem is pre-
sented in Figure 1. There are three approaches to access
our technologies: via a command line client, a web inter-
face and a Python library. The latter two approaches access
the technologies through the HTTP protocol and have no
local requirements besides a browser and a Python inter-
preter. The command line client is planned for researchers
who want to install all the technologies locally as a sin-
gle package and this component of our system will be fin-
ished once all the intended technologies are added to the
system. In the remainder of this subsection we describe the
two HTTP-based access methods.

Access to both the web interface and to the API via a
Python library requires authentication, in order to ensure
the stability of the service. To obtain a user name and
password one has to register at http://nl.ijs.si/
services/. This URL is also the entry point to the web
application.

3.2.1. Web Application
The technologies currently available through the web

application are the lexicon, segmenter, tagger and lemma-
tiser. A screenshot of the interface to the tagger and lem-
matiser is given in Figure 2. The interface enables either
writing / pasting text into the form or uploading a text
file, choosing the language, defining the input format (ei-
ther plain text or the text corpus format TCF8 and choosing
the function one wants to run on the input data. Currently
the available functions are ”Tag”, ”Lemmatise” and ”Tag +
Lemmatise”. Each of the functions also contains the pre-
processing step of segmenting the input on sentences and
tokens. For future versions of the technology a higher level
of control is planned by allowing building custom pipelines
for tasks like tagging already tokenised text, both normal-
ising and tagging text etc.

The result of applying the function on the input data is
presented on the right side of the screen in three different
modes: as a table, as raw response from the web service and
for download. The downloaded file contains either vertical
text with tab-separated annotations if the input format was
text, or a TCF file if such input format was given.

The main purposes of the presented web application are
the following: (1) a first insight in the quality of the output
of the language technologies, (2) an insight in the raw re-
sponse given from the API and (3) a way to process smaller
amounts of data, mostly present in form of text files. Up-
loading, processing and downloading a text file via this web

8TCF if an XML-based format used by WebLicht
http://weblicht.sfs.uni-tuebingen.de/
weblichtwiki/index.php/The_TCF_Format
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Figure 2: Screenshot of the web interface.

application should not take more than a minute of a user’s
time.

3.2.2. Web Services
The easiest way to use the language technologies from

code is via the Python library which is available via PyPI9

while the documentation on using the library is available
from GitHub.10 Currently all the developed technologies
besides the CSMT text normaliser are available through this
library. Here is a code snippet example of using the Python
library for segmentation, tagging and lemmatisation:

from reldi.tagger import Tagger
from getpass import getpass
username="my_username"
passwd=getpass("Input password: ")
tagger = Tagger("hr")
tagger.authorize(username, passwd)
result=tagger.tagLemmatise("Obradi me.")

4. Future Developments
While a lot of work was already put into developing

the presented technologies and ensuring their accessibility
through a unified ecosystem, a lot is still to be done. Here
we present the order of our planned activities.

We plan to develop additional annotation tools, namely
a dependency parser and a named entity recogniser. While
Slovene and Croatian are part of the Universal Dependen-
cies (UD) project11 (Nivre et al., 2016), we are working on

9https://pypi.python.org/pypi/reldi
10https://github.com/clarinsi/reldi-lib
11http://universaldependencies.org

adding Serbian to its repository by annotating the Serbian
dataset corresponding to the Croatian SETimes.HR corpus
(Agić and Ljubešić, 2014).

For named entity recognition we have a series of
datasets already available and plan on expanding them and
develop a CRF-based named entity recogniser.

Once a tool is developed, the procedure we follow is
the following: (1) releasing it as open-source via GitHub,
(2) including it in our API, (3) ensuring access to the API
component through our Python library and (4) making the
tool accessible via the web application, which is the final
step of exposing a technology as it requires most work, the
majority of which is related to the development of the user
interface. We are currently working on including the CSMT
normalisers of all three languages into the API and training
models for UD parsers for Slovene and Croatian.

Once all the technologies have gone through the pro-
cess of development, inclusion in the API, the Python li-
brary and the web application, we will deploy our whole
ecosystem as a single package, enabling researchers with
large data processing needs to seamlessly install and use
the technologies on their own servers.
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